Information transmission with spiking Bayesian neurons
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Abstract. Spike trains of cortical neurons resulting from repeated presentations of a stimulus are variable and exhibit Poisson-like statistics. Many models of neural coding therefore assumed that sensory information is contained in instantaneous firing rates, not spike times. Here, we ask how much information about time-varying stimuli can be transmitted by spiking neurons with such input and output variability. In particular, does this variability imply spike generation to be intrinsically stochastic? We consider a model neuron that estimates optimally the current state of a time-varying binary variable (e.g. presence of a stimulus) by integrating incoming spikes. The unit signals its current estimate to other units with spikes whenever the estimate increased by a fixed amount. As shown previously, this computation results in integrate and fire dynamics with Poisson-like output spike trains. This output variability is entirely due to the stochastic input rather than noisy spike generation. As a result such a deterministic neuron can transmit most of the information about the time varying stimulus. This contrasts with a standard model of sensory neurons, the linear–nonlinear Poisson (LNP) model which assumes that most variability in output spike trains is due to stochastic spike generation. Although it yields the same firing statistics, we found that such noisy firing results in the loss of most information. Finally, we use this framework to compare potential effects of top-down attention versus bottom-up saliency on information transfer with spiking neurons.
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1. Introduction

The sensors of a system enable it to perceive its environment. They empower organisms to estimate quantities like light intensity or orientation of an edge and to detect the presence of dangerous or attractive events—they inform the organism about events of relevance for making decisions and performing actions. This is a real challenge because to be useful in realistic environments such processes have to be performed online and with reasonable speed and precision. Signalling within and between different brain regions typically involves electrical impulses called spikes. For example, presentation of a visual stimulus to the eye results in a bombardment of thousands of incoming spikes to neurons in the primary visual cortex. Typically, these visual neurons will only fire a few spikes in response. How is the information about different features in the changing visual inputs contained in thousands of input spikes processed and compressed in a few output spikes?

In this study, we examine the capacity of single neuron models to (a) extract an estimate of a dynamic stimulus from its noisy synaptic input and (b) transmit this estimate with its output spike train. Furthermore, we assess whether their output mimics the strong Poisson-like variability typically found for empirically measured cortical responses [1].

We will approach this issue using ideas from information theory [2] which provides generic tools to quantify communication characteristics. In the case of neural signalling, this has revealed that specific sensory systems (e.g. cells in the visual system of the blowfly) can encode and transmit information surprisingly well [3]–[5]. Maximizing the transfer of information (INFOMAX, see [6]) while limiting the cost of the code (e.g. the number of spikes) provides a rational perspective to understand different aspects of neural processing, ranging from classical neural networks to receptive fields and learning [6]–[8].
Many studies in this line [9]–[11] used sets of static stimuli (e.g. direction of wind or orientation) for which a system can simply accumulate all the incoming sensory data over time to make a decision. More recent studies [5], [12]–[14] have taken into account the dynamic nature of realistic environments: they assumed that stimulation results from simple stochastic processes with specified temporal dynamics. For example, let the stimulus be the orientation of a grating whose angle can change over time. It is intuitively clear that to estimate the current orientation from noisy data, one can no longer simply accumulate all incoming evidence. There is a payoff between the benefit of assembling data and the cost of waiting too long because the state might change in the meantime.

Such approaches, however, focused on the question of how to optimally estimate a stimulus from observable evidence [15]–[17]. While they showed how to determine the posterior probability of the stimulus given the input history, the question of how the extracted information can optimally be encoded in output spike trains was not their main interest. Spikes were randomly generated according to a Poisson process with an output rate depending on this posterior probability. It is important to note that although this specifies the expected number of events, their timing is left uncertain. Adopting such an intrinsic noise factor represents a strong model assumption whose consequences have to be assessed, e.g. it probably impairs information transmission. Furthermore, spike generation in biological neurons can be rather unlike such a random generator [18]—it is often more reliable and better described as a deterministic threshold or bifurcation mechanism [19]–[21].

This discrepancy motivated us to investigate how extrinsic versus intrinsic sources of randomness affect information transmission in spiking neurons. We ask how much information is lost from input to output spike trains if spikes are generated by either a stochastic mechanism or by a deterministic threshold mechanism. This is of great interest as stochastic spike generators have been commonly used in the past, e.g. the inhomogeneous Poisson component in the well known linear–nonlinear Poisson (LNP) model [17, 22, 23].

We focus on a model of neurons coding for a binary variable [24]. This variable could correspond to the presence of a preferred stimulus (an edge with a particular orientation, sound at a particular frequency). The model assumes that neural units integrate incoming evidence over time in an optimal fashion and includes a deterministic output mechanism similar to a leaky integrate and fire (LIF) process.

We compare this to models that are based on the same optimal estimate of the hidden state (i.e. synaptic integration is identical) thus differing only in the way this estimate is transferred into an output stream (i.e. deterministic versus stochastic firing). Our comparisons make use of a new method to estimate a lower bound on how much information about the hidden state is contained in the preceding spike train history. This method is fast and tractable and we show its derivation from the underlying statistical model.

We demonstrate that the deterministic neuron can produce output spike trains with statistical properties matching those of stochastic spike generators. Our results, however, clearly indicate that the integrate and fire process is much more efficient in transmitting information. They, furthermore, illustrate the different effects of changing a units excitability and changing the rate of input to this unit. Although both factors affect the output firing rate, their impact on information transfer is quite different. We conclude by pointing out the implications of this model for understanding the effects of saliency and top-down attention on neural activity.
2. Bayesian spiking neurons

To account for the dynamic nature of the environment, we assume the inputs to the model system to be the observable of a hidden Markov model (HMM): the value of a state variable \( \Theta \) is hidden, i.e., cannot be observed directly. However, indirect external evidence is available in form of an observable \( S \), which is a random variable whose distribution is fully specified by \( \Theta \). In the case of perceptual inference, the state might refer to the hidden cause of an event and the observable evidence to the sensory data it causes.

More precisely, let \( \Theta \) denote a finite set representing the state space of a hidden variable and \( \{\Theta_t\}_{t \in T} \) be a stochastic process with \( t \) denoting a time index (e.g., \( T = \mathbb{Z} \) for discrete time or \( T = I \subset \mathbb{R} \) for continuous time).

Furthermore, let \( S \) be a finite set of discrete events and \( \{S_t\}_{t \in T} \) with \( S_t \in S \) for all \( t \) denote another stochastic process. Let \( S_{(a,b)} := \{S_a, \ldots, S_b\} \) denote the history of observations from time \( a \) to \( b \) and \( S_t := S_{(0,t)} \). Realizations of the random variables will be denoted in the same way using small type.

A HMM [25] is a pair of discrete time stochastic processes \( \{(\Theta_t, S_t)\}_{t \in T} \), where the hidden variable \( \Theta_t \) has the Markov property and the distribution of the observable \( S_t \) depends only on \( \Theta_t \). This means for all \( t_1, t_2 \in T \) that given the state sequence \( \{\Theta_t\}_{t \in T} \) observations \( S_{t_1} \) and \( S_{t_2} \) are conditionally independent.

In the scenario, we are discussing, both the hidden state \( \Theta \) and \( S \) are binary variables, i.e. \( \Theta = S = \{0, 1\} \). For \( \Theta \), the two states will also be called the off-state and the on-state and for \( S \), 0 versus 1 stands for the presence or absence of an input event, e.g., an incoming spike from a presynaptic neuron.

We start from a HMM with a given time step \( \Delta \), i.e., \( t = 0, \Delta, 2\Delta, \ldots, T \). At \( t = 0 \) the probability of the hidden state is set as \( p(\Theta_0 = 1) := p_{\theta_0} \). After that, the probability of \( \Theta_t \) is determined by the transition probabilities \( p_{\Theta_0}^{\Delta} := p(\Theta_t = 1 | \Theta_{t-\Delta} = 0) \) and \( p_{\Theta_0}^{\Delta} := p(\Theta_t = 0 | \Theta_{t-\Delta} = 1) \) as

\[
p(\Theta_t = 1) = p_{\Theta_0}^{\Delta} p(\Theta_{t-\Delta} = 0) + (1 - p_{\Theta_0}^{\Delta}) p(\Theta_{t-\Delta} = 1),
\]

for \( t = \Delta, 2\Delta, \ldots \). Furthermore, the probabilities of observing an event are given as \( Q_{\Theta_0}^{\Delta} := p(S_t = 1 | \Theta_t = 1) \) and \( Q_{\Theta_0}^{\Delta} := p(S_t = 1 | \Theta_t = 0) \), where \( S_t = 1 \) is a shortcut denoting the fact that an event is observed in the interval \( (t, t + \Delta) \). For the continuous time process in the limit of \( \Delta \to 0 \), the corresponding switching rates \( r_{\Theta_0} \) and \( r_{\Theta_0} \) describe how quickly \( \Theta \) changes and are given as

\[
r_{\Theta_0} := \lim_{\Delta \to 0} \frac{p_{\Theta_0}^{\Delta}}{\Delta} \quad \text{and} \quad r_{\Theta_0} := \lim_{\Delta \to 0} \frac{p_{\Theta_0}^{\Delta}}{\Delta}.
\]

Similarly, the corresponding emission rates \( q_{\Theta_0} \) and \( q_{\Theta_0} \) are

\[
q_{\Theta_0} := \lim_{\Delta \to 0} \frac{Q_{\Theta_0}^{\Delta}}{\Delta} \quad \text{and} \quad q_{\Theta_0} := \lim_{\Delta \to 0} \frac{Q_{\Theta_0}^{\Delta}}{\Delta}.
\]

In the continuous time case, the observables are still conditionally independent given the state sequence and are modeled as Poisson processes whose instantaneous rates \( q_{\Theta_0} \) and \( q_{\Theta_0} \) are set by the state of the hidden variable. We will call this process describing the dynamics of the environmental dependencies the generative model. We will now discuss how neuron-like units can perform inference about the hidden state given the observable process. Figure 1(a) provides a graphical representation of the generative model (the HMM) and an illustration of
the inference task. Although the model can account for multiple input trains $S^i_t$, for conceptual simplicity we will present only the case of a single input train, i.e. $i = 1$. All results presented here also hold true for several input spike trains.

2.1. Inference

Let us assume that the dynamics of a single neuron-like unit can be understood as performing inference about some property in the world. As a more concrete example, we will assume that its dynamics stand in some direct relation to whether a feature of interest is present or absent. As the unit does not have direct access to this feature but receives noisy evidence in terms of incoming spikes, it proves appropriate to model this relation as a process of estimation or inference. We model the dynamics as an estimator for the (probability of the) feature being present versus absent as a function of the synaptic input the unit receives and the dynamics of the hidden process. This is the scenario illustrated in figure 1(b): the Poisson processes $S^i_t$ triggered by the hidden state $\Theta_t$ act as the noisy inputs to a unit performing inference about the presence of $\Theta$. In the following, we will use the shortcuts for the posterior probability $p_{1,t} = p(\Theta_t = 1 | S^i(t))$ and similarly for $p_{0,t}$. Furthermore, we will use the logit or log odds $L(t) := \log \frac{p_{1,t}}{p_{0,t}}$ of the posterior probabilities of being in state 0 or 1. The variable $L$ is a function of the posterior probability of $\Theta$ given all inputs $S^i(t)$ up to time $t$. It can therefore be understood as the units current knowledge about the state $\Theta$.

It was shown in [26] how to derive the time continuous process $\dot{L}$ and its temporal dynamics $\dot{L} = \frac{d}{dt} L(t)$ for a set $\mathbb{I}$ of observable processes $S^i := S^i(t), i \in \mathbb{I}$ that are conditionally independent given the state of $\Theta_t$. As described in the previous section, they are assumed to be Poisson processes with rates $q^i_{on}$ and $q^i_{off}$ specified by the current state $\Theta_t$. The resulting differential equation reads:

$$\dot{L} = r_{on} \left(1 + e^{-L} \right) - r_{off} \left(1 + e^{L} \right) + \sum_{i \in \mathbb{I}} w^i \delta(s^i - 1) - \Psi,$$

(4)

where the weights for incoming spikes are given as $w^i := \log(q^i_{on}/q^i_{off})$ and $\Psi := \sum_{i \in \mathbb{I}} (q^i_{on} - q^i_{off})$ is a constant.

As can be seen from this equation, the inference process is fully parametrized by the pair of switching rates $(r_{on}, r_{off})$ and the emission rates $(q^i_{on}, q^i_{off})$ defined in (2) and (3). The central
point here is that this dynamics performs an optimal inference if the inputs conform with the model assumptions and the parameters (i.e. switching rates, weights and $\Psi$) match their true values [26]. Equation (4) specifies how evidence $s_i$ accumulating over time should optimally be taken into account and we use this relation as a model of synaptic integration.

So far, no statement about the values of the parameters for the inference process have been made. They can be learned by standard algorithms for HMM (see e.g. [25]). Furthermore, we have shown previously that these parameters can be estimated in an online fashion, making it possible to incrementally learn them from sequentially acquired data [27]. As we focus on transmission in a well-parameterized system, we assume for the following discussion and the simulations that the true values have been successfully learned.

2.2. Output production

In [24, 26], a deterministic mechanism was suggested for transforming $\mathcal{L}$ into an output process $O_t$ resembling the inputs $S'$ that determine $\mathcal{L}$. The mechanism is based on a second variable $\mathcal{G}$ with dynamics similar to those of $\mathcal{L}$:

$$\dot{\mathcal{G}} = r_{on} \left(1 + e^{-\mathcal{G}}\right) - r_{off} \left(1 + e^{\mathcal{G}}\right) + \eta \delta(O_t - 1),$$

where $O_t = 1$ when $\mathcal{L} > \mathcal{G} + \frac{\eta}{2}$ and zero otherwise. The resulting $\{O_t\}_{t \in T}$ is again a point process and will be used to model signalling behaviour of this unit. Due to this construction, $\mathcal{G}$ is a prediction of the state $\Theta$ governed by the parameters $r_{on}$, $r_{off}$ and $\eta$. It is updated every time an output event is produced and represents the estimate that is signalled to downstream units via the output spike train $\{O_t\}_{t \in T}$. While the switching rates $r_{on}$ and $r_{off}$ parametrize how quickly this estimate is assumed to change (see section 2), $\eta$ determines how much $\mathcal{L}$ and $\mathcal{G}$ have to differ to evoke an output event. Because $\mathcal{L}$ is the units estimate of the state and $\mathcal{G}$ the estimate it signalled via its output spike train, $\eta$ sets the accuracy with which $\mathcal{L}$ is signalled. The size of this threshold regulates how many output events are produced in response to a given input train. We will therefore say that $\eta$ controls the signal ‘compression’ for a unit. The resulting output rates for this unit during the off and on states will be denoted $\lambda_{off}$ and $\lambda_{on}$, respectively.

It is important to note here that once the inputs $S'(t)$ and the parameters of the inference process are given, this output is fully determined by the value for $\eta$ and contains no stochastic component. As described in more detail in [26], this mechanism is similar to a LIF model (see e.g. [19]) with a membrane potential equal to $V := \mathcal{L} - \mathcal{G}$: the synaptic inputs are integrated with a ‘leak’ (controlled by the transition rates $r_{on}$ and $r_{off}$). A spike is fired when the threshold $\eta/2$ is reached, at which time the membrane potential is reset to $-\eta/2$. Figure 2(a) illustrates the output mechanism and (b) its similarity to a LIF model. We will examine how much more information can be transmitted using the TB process by comparing it to similar models with stochastic output production. These stochastic models are based on exactly the same inference process $\mathcal{L}$ and differ only in signalling, i.e. the way the internal estimate $\mathcal{L}$ is transferred into a sequence of output events.

The inhomogeneous Poisson process (IPP) forms a part of the LNP model [22] which has been suggested as a model for firing behaviour of sensory neurons and is widely used to account for the stochasticity of the neural response. Its instantaneous firing rate $\lambda(t)$ is determined by an internal estimate of the hidden state computed from $\mathcal{L}(t)$. We use the corresponding posterior probabilities $p_1 = [1 + \exp(-\mathcal{L})]^{-1}$ and $p_0 = 1 - p_1$ of the state being on or off to determine this rate as $\lambda(t) = \beta_1(p_0(t)\lambda_{off} + p_1(t)\lambda_{on})$—i.e. we interpolate between the rates resulting from
Figure 2. Illustration of the threshold-based (TB) mechanism for output generation. (a) Temporal evolution of $L$ (black line) and $G$ (green line) on an example trial. (b) Same trial re-plotted for a ‘membrane potential’ $V := L - G$ (black line) and a fixed threshold (green line). This neuron behaves as a LIF model. The lower black horizontal line indicates the input spike train $S_t$, the upper green line the output spike train $O_t$ (see also [26]).

the threshold mechanism. For the simulations, we choose $\beta_i$ such that the expected number of output events generated by this process equals the one obtained by the threshold mechanism. In spite of its conceptual shortcomings, similar models have often been used due to their analytical tractability [15, 22, 23].

Another process is a simplistic model for unreliable synaptic transmission (UST) of input events: outputs are produced only at times of input events and the probability, whether such an event at time $t$ is transferred or filtered out by the unit depends on $L(t)$. The transmission probability $p_{tr}$ for an input event is given as $p_{tr} = \beta_f \{1 + \exp(-L)\}^{-1}$ and assumes that events are transmitted with a higher probability if the unit estimates the hidden state to be 1 rather than 0. $\beta_f$ was again chosen such that the expected numbers of output events matches the one for the TB mechanism.

In the last model, we consider is a SPP with the same rates $\lambda_{off}$ and $\lambda_{on}$ as the output train from the TB mechanism in the off and on state. Note that this mechanism assumes knowledge of the hidden state $\Theta$. It is therefore useful only as a simple conceptual model to compare against but cannot be considered as a realistic model for neural information transfer.

2.2.1. Comparison of firing statistics for different firing mechanisms. Figure 3(a) illustrates the strategy to compare the different output mechanisms. Output rate decreases with increasing compression parameter (i.e. increasing $\eta$ for TB, decreasing mean emission rate for IPP and decreasing mean $p_{tr}$ for UST) for all mechanisms and the chosen parameter settings result in similar output rates for the different mechanisms.

For the following simulations, we therefore used the same ‘compression’ when comparing the transmission capacity of different models. These methods make the models as similar with respect to their output rates as possible and leave the specific way of how spikes are generated as the main difference between them.

Figure 3(b) shows the output rates as a function of the input firing rates. Here, the input rates $q_{on}$ and $q_{off}$ are scaled by a constant factor $\alpha$. Lines refer to the different output mechanisms
and the results for two different values of compression are shown. Note that this relation is approximately linear over a wide range of scalings and is the same for all spike generation mechanisms.

If these units are to be used as generic building blocks of a neural inference machine, their output should conform to the assumptions made by other downstream units receiving their output signals as input. For the current setting, this means that the output trains should conform to the properties of a SPP. Figures 4(a) and (b), top row, show the empirical cumulative distribution functions (ecdf) resulting from the TB mechanism during the on-state and the off-state, respectively. Plain lines show the ecdfs resulting for different values of $\eta$, while the dashed lines depict the theoretical predictions for the exponential distribution characteristic of a Poisson process with the same rate. One can see that for small $\eta$, the output ISI distribution contains more short ISIs than predicted by the exponential distribution of the same rate (see dashed lines); the process is more ‘bursty’. On the contrary, for large $\eta$, there are less short ISIs than expected for a Poisson process: spike trains are more ‘regular’ than expected. For intermediate values of $\eta$, the output processes are all similar to the Poisson process. In all cases, however, the deviation from a ‘pure’ Poisson process is small and largely within the range of experimentally observed output distributions [1, 28].

Figures 4(c) and (d) show the same statistics for the different alternative models equalized with respect to number of output spikes produced by the TB mechanism at $\eta = 2$. As for the threshold mechanism, their ISI distribution is close to the exponential distribution actually assumed by the inference mechanism. We conclude from figures 3 and 4 that the threshold mechanism and the stochastic firing models used for comparison are well matched with respect to firing rate and ISI distribution of their output spike trains.

3. Methods for measuring information transfer

The previous section suggests how one can divide the problem of optimal information transmission into two parts: inference and transmission. While the first is about extracting an accurate estimate of the (probability of the) stimulus from the noisy synaptic input, the second
part asks how this estimate can be signalled in an optimal fashion. We will show that it is useful to distinguish the two different variables about which information can be transmitted: the binary hidden state $\Theta_1$ and the hidden state estimate, measured by the logit function $L$. We now describe a way to estimate how much information about these two variables is contained in the outputs of the model and how we can use these estimates to characterize processing in a single neuron.

3.1. General protocol

The method we use to estimate information transfer is summarized in figure 5. A single unit receives the observables (input spikes) $S_t$ from a hidden Markov process as inputs. The dynamics of its internal estimate $L$ can be interpreted as performing optimal inference about the hidden state $\Theta$ (see equation (4)). Based on this estimate, depending on the specific output mechanism described in section 2.2, an output spike train $O_t$ is produced. For the TB mechanism, this is determined by equation (5).

From this output spike train, we can extract another estimate of the hidden state, $\hat{L}$, by again treating $O_t$ as observations from another HMM with the same hidden state sequence $\theta$. This will not correspond to exact inference, since the output spike train is not, strictly speaking, a Poisson process with a switching rate (except for SPP). However, this is not a bad approximation of the output statistics, as shown in the previous section. Note that whereas the probability of the observable $S_t$ given the state (i.e. $q_{on}$ and $q_{off}$) are known, this is not the case for the output process $O_t$. However, in the present case, we can determine the missing parameters, $\lambda_{on}$ and
Figure 5. Illustration of the variables used to estimate information transfer. From top to bottom, a realization sequence of the hidden state $\Theta_t$, the input train $S_t$, the internal estimate $L_t$, the resulting output train $O_t$ and the readout estimate $\hat{L}_t$ are shown.

$\lambda_{\text{off}}$, directly by counting the number of output events when $\Theta$ is 0 or 1. $\hat{L}$ is obtained from equation (4) by replacing $q_{\text{on}}$, $q_{\text{off}}$ by $\lambda_{\text{on}}$, $\lambda_{\text{off}}$ and $S_t$ by $O_t$.

Next, we use the Monte Carlo estimator (see next section) to measure the information about $\Theta_t$ contained in the observed history $S(t)$ up to time $t$, denoted $MI(\theta_t, S(t))$. In the same way, we use the Monte Carlo estimator to compute (lower bound on) the information contained in the output spike train $O(t)$, denoted $MI(\theta_t, O(t))$. Comparing these two quantities, we can assess how efficiently information is transmitted by this unit. In the next section, we describe how we estimate these quantities using the internal estimates $L$, computed from the input spikes and $\hat{L}$, obtained from the output spikes.

Besides the primary question of how much we can learn from the observed history about the current state we will also discuss how much information is transmitted about the internal estimate $L$. This second question is crucial because it may be as important to communicate the current knowledge about $\Theta$ as $\Theta$ itself. Transmitting small fluctuations in probability with high fidelity may be important for later processing stages (see section 5). We approximate the mutual information between the two continuous random variables $L_t$ and $\hat{L}_t$ by quantizing these variables. We checked the convergence behaviour for increasing number of bins (data not shown) and note that other measures like correlation or mutual information using adaptive binsizes [29] yield very similar results.

Next, we describe the Monte Carlo sampling method used to estimate the information about $\Theta$ contained in the input and output spike trains.

3.2. An estimator based on Monte Carlo sampling

For two discrete random variables $X$ and $Y$ with probability mass functions $P(X)$ and $P(Y)$, the entropy $H(X)$ is defined as

$$H(X) := - \sum_{x \in X} p(X = x) \log p(X = x).$$

The mutual information then can be defined as:

$$I(X, Y) := H(X) - H(X|Y),$$

$$I(X, Y) := H(X) - H(X|Y).$$
where $H(X|Y)$ is the conditional entropy

$$H(X|Y) := \sum_{y \in Y} p(Y = y) H(X|y)$$

and $H(X|y)$ is the entropy of the conditional distribution $P(X|Y = y)$. Applying these concepts to estimate the mutual information between the hidden state and its preceding observation history, a straightforward approach might be to compute the mutual information $I(\Theta_t, S_{(t-\Delta,t)})$ between sequences of observables and the hidden state for increasing $\Delta$. In the end, we are interested in how much information can be decoded from the whole history preceding time $t$, i.e. $S_{(t)}$.

As these sequences become increasingly long, this poses a problem when estimating this quantity numerically as we need to keep track of binary sequences of length $n$ whose number increase exponentially. Unfortunately, estimating the mutual information using formula (7) gives a systematically biased information estimate if the sample is too small to cover the space well [29, 30].

In the present case, we can use the Markov property and the finite temporal dependencies between the observations (due to the nonzero switching rates $r_{on}$ and $r_{off}$) to directly estimate the mutual information contained in the spike trains using Monte Carlo sampling.

The mutual information between the state $\Theta_t$ and its preceding observation history $S_{(t)}$ can be written as

$$I(\Theta_t, S_{(t)}) := \sum_{\theta_t} \sum_{s_{(t)}} p(\Theta_t = \theta_t, S_{(t)} = s_{(t)}) \log \frac{p(\Theta_t = \theta_t, S_{(t)} = s_{(t)})}{p(\Theta_t = \theta_t) p(S_{(t)} = s_{(t)})}$$

$$= H(\Theta_t) + \sum_{\theta_t, s_{(t)}} p(\Theta_t = \theta_t, S_{(t)} = s_{(t)}) \log p(\Theta_t = \theta_t | S_{(t)} = s_{(t)})$$

$$= H(\Theta_t) - H(\Theta_t | S_{(t)}).$$

We can now rewrite the conditional entropy $H(\Theta_t | S_{(t)})$ as:

$$H(\Theta_t | S_{(t)}) = - \sum_{\theta_t, s_{(t)}} p(\Theta_t = \theta_t, S_{(t)} = s_{(t)}) \log p(\Theta_t = \theta_t | S_{(t)} = s_{(t)})$$

$$= - \left\{ \log p(\Theta_t = \theta_t | S_{(t)} = s_{(t)}) \right\}_{p(\Theta_t, S_{(t)})}.$$

Where the angular brackets $\langle \cdot \rangle_P$ denote the average over the distribution $P$.

Using the fact that $\hat{p}(\theta_t = 1|S_{(t)}) := [1 + \exp(-(L))]^{-1}$ is the posterior probability of the state, we define the estimator of the conditional entropy as:

$$\hat{H}(\Theta_t | S_{(t)}) = - \left\{ \log \hat{p}(\Theta_t = \theta_t | S_{(t)} = s_{(t)}) \right\}_{p(\Theta_t, S_{(t)})}. \quad (9)$$

Although the estimated posterior probability $\hat{p}(\theta_t = 1|S_{(t)})$ is an optimal estimate and involves no approximation, we use the notation $\hat{p}(\cdot)$ here to distinguish between the probability estimate resulting from sampling (by drawing sequences from the HMM) and the estimated posterior probability $\hat{p}(\theta_t = 1|S_{(t)})$ obtained via $\mathcal{L}$.

As $I(\Theta_t | S_{(t)})$ is the same for all $t$ and the dependence of the estimate on past observations decreases quickly with time (data not shown) we take the mean over a long sequence of the HMM instead of averaging over multiple histories. Estimating the entropy of the marginal
distribution of $\Theta_t$ is unproblematic as the relative frequencies for $\Theta$ being 0 or 1 converge quickly to their asymptotic values.

Although the output processes $O_t$ are not guaranteed to be Poisson, we use the same estimator $\hat{p}(\theta|O_t)$ based on $\hat{L}$ as an approximation to the true posterior probability $p(\theta|O_t)$ to get an estimate $\hat{H}(\Theta|O_t)$ of the conditional entropy. Due to Jensen’s inequality, this estimate is an upper bound on the true entropy. Thus, the mutual information measured using the Monte Carlo sampling method is a lower bound on the information truly contained in the output spike train.

4. Information efficiency of the threshold and the stochastic mechanisms

We will use two quantities to characterize information transfer: the information gain and the efficiency gain. They are defined as follows:

information gain: $\frac{MI(\Theta, O_t)}{MI(\Theta, S_t)}$, efficiency gain: $\frac{MI(\Theta, O_t)/\bar{\lambda}}{MI(\Theta, S_t)/\bar{q}}$, (10)

where $\bar{q}$ and $\bar{\lambda}$ are the mean input and output firing rates of the unit. Whereas the first quantity measures the absolute proportion of information still contained in the output train, the latter allows to assess how much more efficiently this information is encoded in the output spike train than in the input train. It tells us how much more information is encoded per spike.

Figure 6 shows the estimated information gain (a) and the efficiency gain (b) for different values of compression. One can observe that the absolute amount encoded is highest for the SPP depicted as the red line. This is reasonable since for this mechanism the model applied by the Monte Carlo estimator is truthful, i.e. matches the true generative model. However, its underlying assumption cannot be fulfilled—i.e. it assumes that the hidden state is perfectly known to the unit producing the output. In a realistic setting, however, the state has to be inferred from noisy evidence (see section 2.2).

Compared to the threshold mechanism (blue line), which conserves most of the information contained in the input, the IPP (green line) performs strikingly badly. While the information gain is not highly sensitive to the compression (a), the signalling efficiency increases monotonically for the depicted range (b) and is much larger than 1 for the threshold mechanism except for all but very small values of $\eta$. Thus, the information contained in each output spike is much higher than the information contained in an input spike.

Figure 6. Monte Carlo estimates of (a) gain of information about $\Theta$ contained in the output trains compared to the input train, (b) gain in encoding efficiency and (c) mutual information between $L$ and $\hat{L}$.
This indicates that if signalling almost the maximum amount of information is good enough and output events are costly to produce, a higher threshold is a good strategy to make signalling more efficient while keeping metabolic costs low and loss of precision at a reasonable level.

Even if most information about $\Theta$ can be transmitted with high threshold and few output spikes, there is a cost in terms of transmitting short or subtle events, a trade-off between precision and cost. Figure 6(c) shows the mutual information between the two estimates $\mathcal{L}$ and $\hat{\mathcal{L}}$ (see section 3.1). This quantifies how much information about the analog quantity $\mathcal{L}$ is contained in the output. It is different from information about the binary state $\Theta$ as it tells about the certainty with which the unit assumes the state to be 1.

In this case also, the threshold mechanism is by far the most efficient. However, one can see that the amount of output information about the internal estimate decreases with increasing compression for all mechanisms. In other words, the output tracks the changes in the probability of $\Theta$ with less accuracy for higher compression. Short stimulus presentation, for example, will not be transmitted since they do not last long enough to raise $\mathcal{L}$ to the threshold and thus to generate an output spike.

This result clearly shows that a stochastic firing mechanism has an extremely detrimental effect on information transmission capacity (compare the blue curves and the green curves in figure 6). Using the instantaneous estimate of the stimulus to draw a new stochastic process results in a loss of almost all the information contained in the input. This underlines the intuition that if the state $\Theta$ is unknown, the TB mechanism provides a quite efficient strategy to transmit all that is known about $\Theta$.

On the other hand, this deterministic neuron behaves like an IPP and does not contain more information about the stimulus than a neuron whose firing rate would directly depend on the true state (compare the blue curves and the red curves in figures 6(a) and (b)). However, it represents more accurately the current state of knowledge given by the internal estimate $\mathcal{L}$ (figure 6(c)). This suggests that the Bayesian LIF neuron does not fundamentally change the nature of the code (i.e. it can be interpreted as rate code) but ensures that information contained in the large number of weakly informative synaptic events is efficiently transmitted in a much smaller number of output spikes, avoiding the additional randomness that a stochastic firing mechanism would imply.

In the rest of the result section, we will concentrate on the threshold mechanism and consider how it could be used to understand the consequence of modulating the firing rate of a neuron by acting either on its input or on its threshold $\eta$. This has interesting implications for the differential effect of saliency and top-down attention on neural processing and firing behaviour.

5. Input scaling versus modulation of threshold

As can be seen from figure 3, the number of output events can be changed either by changing $\eta$ or the input rate. Having examined the influence of $\eta$ in the previous section, we will now show how changes in the input rates $q_{on}$ and $q_{off}$ affect the information transmission. Intuitively, the more different the two rates become, the stronger the signal and the easier the task to decide whether the hidden state is on or off. This intuition bears out in the discriminability for the static scenario with two Poisson emission probabilities (for some simple calculations, see [31]). The following results specify the analogous relation for the dynamic case of the HMM examined in the previous section.
Figure 7. Effect of scaling input rates: (a) mutual information between the outputs and the hidden state (plain lines), dashed lines depict information $MI(\Theta, S)$ available to the unit, (b) the efficiency of coding measured as $MI(\Theta, O)/\hat{\lambda}$ and (c) the mutual information between $L$ and $\hat{L}$. $\alpha$ varied between 0.4 and 3 for $\eta = 2.4$ and from 0.4 to 2 for $\eta = 0.6$ and the red circles point at simulations with the same parameter settings.

We change the input rates $q^{on}_i$ and $q^{off}_i$ by multiplying both of them by some value $\alpha$. While changes in $\eta$ modify the behaviour of the unit, changing $\alpha$ corresponds to changing the input. This also changes the parameters of the unit (it changes the value of $\Psi$ in equation (4)). Making the link to neurophysiological data, these different changes can be interpreted as changes in saliency (e.g. luminance contrast of a visual stimulus) versus changes in excitability (e.g. how strong the synaptic input has to be to cause a spike) of the unit. Both have been found to multiplicatively scale firing rates [32] and changes in $\eta$ represent one way to model effects of attention. While it has been noted that the two modifications have rather similar effects on the outputs of cells [33], we ask for the differences in terms of information transmission. While changing $\eta$ cannot change the information contained in the input, scaling $\alpha$ certainly does. It is therefore interesting to see how this affects the amount of information contained in the outputs of the unit.

Figure 7 compares the effect of changing $\eta$ with comparable changes in $\alpha$. The graphs show (a) the amount of information contained in the output of the unit for different output rates depending on the settings of $\alpha$ and $\eta$. The lines depict changes in one parameter, when the other is fixed (green line: $\alpha = 1$, $0.4 \leq \eta \leq 4$; light blue: $\eta = 0.6$, $0.4 \leq \alpha \leq 2$; dark blue: $\eta = 2.4$, $0.4 \leq \alpha \leq 3$). For the green curve, increases in output rate are due to decreases in $\eta$, whereas for the blue curves, increases in output rate correspond to increases in $\alpha$.

The information contained in the input is illustrated by the dashed blue lines in (a) and shows the simple fact that increasing $\alpha$ increases the available information. Figure 7(a) also shows that increasing the output rate via scaling monotonically increases the information in the output, too. For fixed scaling (dashed green line, $\alpha = 1$), the information available in the input is the same for all values of $\eta$ as it is independent of the output mechanism. Figure 7(b) shows $MI(\Theta, O)/\hat{\lambda}$, i.e. the mutual information between the hidden state and the output train divided by the mean output rate. As output rate can be taken as a rough estimate for metabolic cost, this provides a measure of signalling efficiency: it describes how much information per spike is transmitted. One can see that both decreasing $\eta$ and increasing $\alpha$ decrease efficiency. Together with (a) this means that although the amount of information contained in the output spike train
increases with increasing firing rate, efficiency drops. The green line in (b) further justifies our interpretation of $\eta$ as a way to set the ‘signal compression’: decreasing this parameter decreases the efficiency of signal encoding and increases firing rate.

Figure 7(c) shows the influence of $\alpha$ and $\eta$ on the transmission of information about the internal estimator $L$. While changing $\alpha$ has a relatively minor effect, changing the excitability $\eta$ has a much more dramatic effect on the capacity of the spike train to faithfully represent fluctuations in the certainty about $\Theta$ (in contrast to $\Theta$ itself). Thus, the main benefit of increasing the excitability of the neuron (i.e. increasing fire rate by decreasing $\eta$), is to represent small changes in probability more faithfully. This suggests that top-down attention particularly affects events that are hard to detect (i.e. events that only affect the probability of a feature by a small amount), rather than the total amount of information available about the attended stimuli. In particular, it affects the minimum duration of a stimulus signalled by at least one output spike (data not shown). Note, however, that there is an optimum beyond which increasing the excitability actually has a detrimental effect.

6. Discussion

This study examines information transmission properties of a model neural unit in dynamic environments. We first specified the problem such a unit faces: to perform inference about changing and not directly observable events from noisy evidence. We then described a model that (a) optimally uses such evidence in an online fashion and (b) specifies in a deterministic way how to transmit the acquired knowledge in form of spike trains. At this point, we described alternative output mechanisms with which we compared this model. They are based on the same optimal inference process but contain an intrinsically random component in their output mechanism.

Quantifying information transmission between spike sequences and the stimulus is difficult for technical reasons. We suggest a solution based on optimal decoding that allows to estimate a lower bound for this information. Similar methods based on HMM and Kalman filters had previously been used to analyze neural recordings in a dynamical setting [34, 35]. The results of our simulations show that both the amount of information transmitted and the efficiency with which this is done depend on a single parameter in the model which sets the level of signal compression. Furthermore, the stochastic output mechanisms transmit much less information for all parameter settings.

6.1. Measuring information transfer about a dynamical variable

Neural processing can be understood as a kind of communication between different cells or brain areas. To signal efficiently, maximizing the information contained in spike trains while limiting the number of costly spikes is essential. In this study, we used a HMM and Monte Carlo sampling to estimate the information about a dynamic binary hidden cause at a specific point in time contained in the spike train observed up to this time. This differs from classical studies analyzing the capacity of rate codes or temporal codes for static stimuli [11], [36]–[38]. Other related studies used either different generative models (e.g. with continuous variables and linear dynamics) [34] or did not focus on the specifics of spike generation [35].

Our method for estimating information is closer to the previous work studying tracking of dynamic variables [39] or information transfer by the H1 neuron in the blowfly [5]. The work
by Rieke et al [39] also measured the quality of reconstruction for a continuously changing stimulus from spike trains, albeit using different noise models and the Wiener filter theory.

More general statistical methods allowing to estimate, e.g. dynamic receptive fields from spike trains were presented in [39]. By focusing on the specific case of binary variables, our framework yields a simpler specification of the inference dynamics. The model is described in terms of two differential equations suggesting that intrinsic properties of synaptic integration and spike generation actually reflect the dynamics governing inference in time.

6.2. Comparison to other models of spike generation

Closely related models were presented in [15, 16]. These models focus on inference in a discrete state space, implemented in simple dynamical systems like a network of LIF neurons. However, rather than providing a deterministic criterion, the internal estimate determines the probability of producing an output—which corresponds to an IPP. Our results indicate that such a rate-based mechanism is sub-optimal.

Our framework may provide an important extension of the previous studies characterizing the input–output relationship of cells in the sensory processing pathways. In analogy to the previous studies estimating spatio-temporal receptive fields for the LNP model [23], our model first filters the synaptic input, then uses a nonlinear transfer function to generate spikes. Thus, the value of $L$ at a given point in time can be interpreted as the output of a highly nonlinear temporal filter. But whereas the linear filters are usually determined via reverse correlation to minimize a certain error criterion, $L$ is motivated by arguments from optimal inference for the underlying generative model. Also, in contrast to the LNP model, we use a deterministic spike-generation rule in the form of an adaptive threshold. This may provide a better description of sensory processing in early visual pathways. Thus, retinal ganglion-cell activities are better described as LIF neurons than LNP cells, with the addition of an H-current that inhibits the neuron after each output spike [40]. A similar ‘H-current’ is implemented by the jump of $\eta$ in the $G$-threshold in our model. However, in contrast with the phenomenological models based on LNP and integrate and fire units, an approach based on optimal statistical inference predicts the shape of the filter and the H-current directly from first principles. Thus, this model suggests a way to link the measured neural processing properties with the ‘natural’ stimulus to which the cell is exposed. Indeed, the filter and transfer functions of retinal and V1 neurons appear to be dynamically adapted to the statistics on their stimuli [41]–[43]. This comparison will be the subject of future studies.

6.3. Saliency and top-down attention

We use this framework to analyze the different ways in which bottom-up saliency and top-down attention might influence processing. Our findings regarding the effects of input scaling and signal compression allow to understand the effects of salience and attention on neural responses with respect to their impact on information transmission about dynamic stimuli. They complement the previous studies based on rate codes that examined the influence of tuning curve shape (e.g. [44]) assuming Poisson distributed spike counts.

On the one hand, we found that scaling of input rates ($\sim$ saliency) increases the amount of information available to the system (see figure 7, dashed lines). For example, changes in luminance contrast make tasks like stimulus discrimination and inference easier [45, 46]. On the other hand, changes of the internal compression parameter $\eta$ ($\sim$ attention) clearly cannot change
the information available to the unit. They can only affect how well a unit transmits the available information about the environment and its estimate thereof. Our results show a difference between the transmission of information about the internal estimate $L$ and information about the hidden state $\Theta$. While we found that the influence of input scaling and threshold has rather different effects on information about $\Theta$ (see figure 7(a)), decrease in compression associated with top-down attention results in a much more faithful representation about precise temporal fluctuation of the estimate (i.e. probability of presence) of the stimulus.

Furthermore, adjusting the compression level not only changes the firing rate, but also affects the statistics of the output as illustrated by the distribution of inter-event times (see figure 4). The output process is more bursty for small thresholds and with increasing $\eta$ becomes more regular than a Poisson process of the same rate. This explains why there is no free lunch here and performance can be improved only moderately. By simply amplifying the output signal, information that should have been gained by increasing the rates is, in fact, lost by introducing auto-correlations of the spike train. A closer examination of these correlations will be necessary to draw a reliable conclusion regarding the effect of attention on information encoded in experimentally recorded spike trains. Similar conclusions have been reached regarding effects of attention on the tuning curves of cortical neurons [47].

6.4. Further work

The model is formulated for a simplistic setting: a binary hidden state and Poisson emission processes. Further analytical work should extend this to more realistic settings dealing with larger discrete or continuous spaces for the hidden state (cf [13]). Furthermore, the strong assumption of Poisson observables should be relaxed, a straightforward extension being Gamma-distributed ISIs, as suggested by neurophysiological data [28].

While the current study used fixed settings for the parameters of the hidden process, it is intuitively clear that they influence the inference process, too. Lowering the switching rates $r_{\text{on}}$ and $r_{\text{off}}$ makes inference about the hidden state easier. Together with the uncertainty intrinsic in the noisy observation process, this stochasticity of the switching cause ultimately sets the limit on how accurately the state at time $t$ can be estimated [48]. Further work will elucidate this aspect in more detail as it is central to understand how perceptual systems can be tuned to detect the onset of events more quickly and to monitor changes in their environment. While related approaches [49] have started to tackle these questions, there remain many conceptual problems to be solved.

Whereas certain properties might be easy to derive from the posterior estimate by simply looking at the corresponding subsequences of $L$, this is more difficult for others. For example, estimating the time when the hidden variable was 0 or 1 during a given time interval is easy while determination of the history of the state, i.e. the most likely subsequence for the hidden state sequence which caused a specific observed sequence is more difficult. Similar problems form the main interest of signal detection theory and the analysis of HMM. That is why results from this field should prove to be of central importance to understand further aspects of the underlying inference task perceptual systems have to deal with.
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